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Exercise

1. Finite automata are used for pattern matching in text
editors, for
(a) compiler lexical analysis
(b programming in localized application
) Both (a) and () *
(d) None of the above
» A Deterministic Finite state Automaton (DFA) is a
simple
(a) function recognition device
(b) language recognition device
(c) routine recognition device
(d) None of the above

3. Strings are fed into the device by means of an input
tape, which is divided into squares, each one holding
(a) one symbol (b) one function
(c) one data (d) None of these

4. The automaton reads one symbol
..................... from the input tape and then enters
a new state that depends only on the current state
and the symbol just read.

(a) at regular intervals (b) at irregular intervals
(c) Both (a) and (b) (d) None of these

S means there is potentially more than one way
a machine may process an input string.

(a) Non-deterministic finite automata
(b) Deterministic finite automata
(c) Lrregular finite automata
(d) None of the above

6, o is a set of formation rules for strings in a
formal language.

(a) An informal grammar (b) A formal grammar
(c) Both (a) and (b) (d) None of these

1. A grammar does not describe the
can be done with them in whatever context.
(a) meaning of the strings
(b) constructs of the strings
(c) contents of the string
(d) None of the above

8 A formal language theory is the di
studies
(a) formal grammars and languages
(b) unusual grammars and languages
'9) Both (a) and (b)
[d) None of the above
% A formal grammar is a :
(a) set of rules (b) set of functions
(¢) Both (a) and (b) (d) None of these

. The glassic formalization of generaive grammars
Proposed by

......... or what

scipline which

......... for rewriting strings-

1.

12.

13.

14.

15.

16.

17.

18.

(a) Alexendar (b) Bill Gates

(c) Noam Chomsky (d) Charles Babbage

The operation of a grammar can be defined in terms
of

(a) relations of functions (b) relations on strings

(c) relations on behaviour (d) None of these

Match List I with List II and select the correct
answer using the codes given below in the lists.

List I List II
P. AM L. Frequency Modulation
Q. Java CUP 2. Amplitude Modulation
R. FM 3. Finite automaton
S. Simplest kind  of| 4. Similar to YACC
automaton
Codes
Rri@meRss S
(a) b2 yrdv 2Rl
(b)s2tendes. I3
(c), 20 1 MR
d3 4 2 1
A Ll is a grammar in which the left hand side of

each production rule consists of only 2 single
non-terminal symbol.

(a) deterministic grammar (b) context grammar

(c) context free grammar (d) None of these

......... or scanning is the process, where the stream
of characters making up the source program is read
from left to right and grouped into tokens.

(a) Lexical analysis (b) Diversion

(c) Modeling (d) None of these

are sequences of characters with a collective

.........

(a) Flags (b) Tokens
(c) Both (a) and (b) (d) None of these

The lexical analyzer takes
produces a stream of .........
(a) source program , tokens
(b) tokens, source program
(c) Either (a) or (b)

(d) None of the above

Loop and switch scanners are sometimes called

(a) lexical scanners (b) partial scanners
(c) ad hoc scanners (d) None of these

as input and
as output.

In Fortran I arrays are limited to
(a) one-dimensions (b) two-dimensions
(c) three-dimensions (d) None of these



42. There are two methods for

45. An infinite automaton has

. Whether the inp

1.

51.

53,

., Determinism may be

. The simplest kind of automat

implementin
is a program that is harq copdcd to pgcr‘}o:::n?lf;

scanning tasks and another uses

. egular expression
and finite automata Lheory to model the nlznnnin
process. v

seen as a kind of parallel

computation wherein several Processes can run

concurrently.

AREOR. on is the finite

a finite :
fixed in advance. memory that is

ut string is long or short, co
_ : mplex or
supple, the finite automaton must reac}; its decision
using the same fixed and finite memory,

The 6 function gives 1 symbol moves,

For any DFA M =(Qé, %, 8 ¢y, F), L(M) denotes the
language accepte by M, which is
LM)={x €2*]5*(g,, %) < F).

In Fortran I, variable declarations are required.

The scanner is tasked with determining that the input
stream can be divided into valid symbols in the
source language.

Sampling theory states if a signal is sampled at » rate
twice the highest frequency then the samples contain
all the information of the original signal

Some grammars allow more than one parse tree for
the same token sequence. Such grammars are
ambiguous. ‘

Parse/derivation
derivations.

trees are mnot the structured

54. Java CUP is a parser generation tool, similar to

55,

-;’sm}:rogram or function which p

. The scanner cannot rep

YACC.

A Deterministic Finite state Automaton (DFA) is a
simple language recognition device.

Deterministic means there is potentially more than
one way a machine may process an input string,

A formal grammar is a set of formation rules for
strings in a formal language.

Parsing is the process of recognizin{ian ‘utctfrancfo (a
string in natural languages) by breaking it olwnt tha
set of symbols and analyzing each one against (he
grammar of the language. :
erforms lexical

ysis is called a lexical analyzer.
ort about characters that are

not valid tokens (¢g, an illegal or unrecognized

symbol),

Which one of the following i
M=({qo,41}, {a1 b}v&qo’ {(Il])? F
a) g0 (b) g, €

(c) abb 3 * (d) None of these

false for FA,

63,
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All notation in Mealy machine are equal to 2 Moore
machine with only Je difference of

(a) output function (b) initial state
(¢) output alphabet (d) input alphabet
A final state as well as imitial state in 2 transition

diagram is denoted by
w =) Yo
(d) None of these

(c)

A transition system accepts a string @=L * if

(a) there exists a path which originates from some
initial state

(b) there exists a path which terminates at some final
state

(c) there exists a which originates from some

) initial state, goap:]‘:)‘ng the arrows and terminaies at

some final state

(d) None of the above

Consider the following transition system

The string d by the transition system is

(2) 171797110 (b) 0000 (c) 11000 (d) 0010

The string accepted by following finite antomata is
a,b

(a) (a,00,000...) (b) (b, bb, bbb ...)

(c) (a, b, ab, ba, aa, bb,...) (d) &

. Consider the transition diagram of a finite automaton

~ given below.

a,b

a

(a) All strings over {a, b}

(b) All strings over {a, b} including A

(c) Only A, meaning this automaton accepis n, siring
of length greater than zero

(d) All strings over {a, b} excluding A

. The FA given below accepts

(a) all strings that contain the substring ‘abf’ and end
with a

(b) all strings that contain the substring ‘abba’ and end
with a
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(c) all strings over (a, b)
(d) Both (b) and (c)
69. The regular expression accepted by following FA is
b Y
‘ a
—~@
(@) (a+b)*b (b) (a+b)*a
(c) a*b (dy a*b*
70. The set of all strings over {0, 1} starting with 00 and
ending in 11 is
(a) 0011 (b) 00(0+1)*11
(c) (00)*(11)* (d) 0*1*
71. The set of all strings over {0, 1} in which occurrence of
b's is followed by a or occurrence of ¢’s is followed

by b is
(@) a*b* (b) a*b+b*a
(c) a*b (d) b*a
72. The set of all strings over {0, I} which has exactly two
I’s is
(a) 0*10*10* (b) 110*
(c) 10*1 (d) All of these

73. The regular expression having all strings in which
any number of 0’s is followed by any number of 2’s
is
(a) (0]1]2)* ((5) 115205
(c) 0*+1+2 d) (0+1)*2*

74. The regular expression having all strings of 0’s and
1’s with two consecutve 0’s is

(a) (0]1) (b) (O[n)*
(c) (0e)(1+10)* (d) (0+1)*011

75. The language recognized by the following FA

(a) aabb* + bab* (b) (aab (e + bab)*)*
(c) (aab + ba) + (bab)* (d) (aab) (bab)* + (bab)*

76. The language accepted by following FA is
b a
Ll
@,
(@) (a+b)*(a +b) (b) (a+b)*a
(c) (a+b)*b (d) a*b
71. Which of the following statements is false?
(a) A regular language is also a context-free language
A context-free language is also a regular language

(b)
(c) All context-free grammars are ambj
(d) Both (b) and (c) 3 i

ga} I?II;A (b) NDFA
A (d) All of these
86. If M =

UGC NET J«#» Computer Science & Applications

78. A context-free grammar G is said to be am;
(a) it has two or more left most derivations
string § € L(G) -
(b) it has two or more right most deriy
terminal string S € L(G)
(c) Neither (a) nor (b} is true
(d) Both (a) and (b) are true
79. If L is a deterministic CFL and R is , e
language, then Bl
(a) L N R is a deterministic CFL
(b) L N R is a regular language
(c) Option (a) is true but (b) is not
(d) Option (b) is true but (a) is not
80. A context-free grammar A — BC |z is in
(a) Greibach normal form
(b) Chomsky normal form
(c) Both (a) and (b)
(d) Neither (a) nor (b)

81. The language generated by the grammar § - 43
A—BC|a, B>CC|b,C —ais
(a) infinite (b) empty
(c) Both (a) and (b) (d) None of these

82. Which of the following statements is false?
(a) The intersection of two context-free languages mzy
or may not be context-free
(b) The complement of a context-free language may or
may not be context-free
(c) There is no, such algorithm that could decide
whether a CF L generates finite or infinite language
(d) None of the above

83. Which of the following is most powerful?
(a) DFA (b) NDFA
(c) 2PDA (d) DPDA
84. A 2-way Push-Down Automaton (2PDA) can
(a) be a PDA that is allowed to move in &b
direction (left or right) on its input
(b) accept a language L ={0"1"2" | n > 1)
(c) not be equivalent to PDA
(d) All of the above

85. All strings having equal number of #'s and /s can ¢
recognized by

Oug
for term;, i

a[iOnS ff—

@ zar, §osZp» F) is a PDA, then
(a) 3 : rlzlappmg from Q xIxT to finite subs
X | Lt

(b) 3 rlxgappmg from  x Zx [ * to finite ubset
o

(c) 3 mappmg from Q xZxT to finite subset
sel

(d) & p
(0]

£ QRaRRIZE from Q x (2. ()< T to b7
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PDA M simulates left ¢ erivati
‘:‘o R i most derivation of a
(a) the grammar is ambiguous
b) the grammar is unambiguous
() the grammar is in Chomsky normal form
(d) the grammar is in Greibach normal form
g Which of the following are true?
(a) All NFA are DFA 95
) All DFA are NFA
(d NFA and DFA have different power

@ The behaviour of a NFA can be simulated by DFA
(a) always (b) sometimes
(c) never (d) depend on NFA
% A FA (Finite Automaton) with null string accepting
capability is known as
() NFA (b) DFA
() NFA with emoves (d) All (a), (b) and (c)
g1. A FA having more than one input tape has
(a) more power than one tape FA 98
(b) equal power as one tape FA
(c) more storage than one tape FA
(d) Both (b) and (c) are true
@ If an input string @ has » symbols and can be
recognized by a Mealy machine M, and equivalent
Moore machine A, then number of output symbols
by M, and M, are respectively
(@) nm,n (b) n+Ln
(c) ,m+1
%, For input null, the output produced by a Mealy
machine is
(@) null
(b) dependent on present state

87.

() {a, b)

. Context-free language can be recognized by

. (c) closure
99,

(d n+Ln+l 100.
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(¢) depends on given machine
(d) Cannot decide

Pumping lemma is used for proving
(a) a given grammar is regular

(b) a given language is regular

(c) a given language i3 not regular
(d) All of the above

. The logic of pumping lemma is a good example of

(a) the pigeon-hole principle
(b) divide and conquer method
(c) iteration

(d) recursion

96. The regular re-expression («| ) (a| b) denotes the

(b) (a, b, ba, b}

(a) {a, b, ab, aa}
(d) (aa, ab, ba, bb}

(a) finite state automaton
(b) linear bounded automaton
(c) push-down automaton

(d) Both (b) and (c)

. Context-free languages are not closed under

(b) concatenation

(d) iteration

Which of the following pairs of regular expression
are not equivalent?

(@) (a*+ 6% *and (a+5)*

(b) (a*+b)*and (a+5)*

(c) (ab)*a and a(ba)*

(d) None of the above

Let R, and R, be regular sets defined over the
alphabet X, then

(a) R, "R, is not regular

(b) R, U R, is regular

(c) =* - R, is regular

(d) R, is regular

(a) union

Answers

i 18 5. (a) 6. (b) 7. (a) 8. (a) 9, (a) 10, (c)
11, g; 12. & 1;' 8 14. Ea; 15. (b) 16, (8) el I it i)
o l . (b) 23. ) o 25. (b) 26. (a) 27, (b) 28, (a) 29. (b) 30. (c)
3. (3) 32' e 3. E:) 34. () 35. (b) LTS L pael W Lk
i 42. Ec) 43: = 5 45. (b) 46. (a) 47. (a) 48, (a) 49. (b) 50. (a)
T . (@) gah 1) 55. (a) 56, (b) 57. (a) 58. (a) 59. (a) 60. (b)
i 52. (a) 53. (b) 54' (b) 65. (d) 66. (c) 67. (b) 68. (d) 69. (c) 70. (c)
Th 62. (b) 63. (b) 74' © 75. (¢) 76. (b) 77. (d) 78. (d) 79. (c) 80. (b)
G 72. (c) 73. (b) 84‘ @ 85. (¢) 86. (d) 87. (d) 88. (b) 89. (a) 90. (c)

) 82. (c) 83. (c) 2 95. () 96. (d) 97. (d) 98. (d) 99. (d) 100. (b)

@) g2 (g 93. (a) 94. (¢)
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Exercise

1. In theoretical computer sclence, the theory of

computation is the branch that deals with

(a) whether and how efficienty problems can be
solved on a model of computation, using un
algorithm

(b) whether and how efficiently the given data can be
analyzed on a model of computation, without using
an algorithm

(c) Both (a) and (b)

(d) None of the above

2 The field is divided into three major branches;
automata theory, computability theory and
(a) robotics complexity theory
(b) computational simplification theory
(c) computational complexity theory
(d) None of the above :

3. Some examples of models of computation include
......... , recursive functions, lambda calculus and
production systems.
(a) Turing machines
(c) trumbling machines

4. A formal language is often defined by means of
(a) a formal grammar (b) an algorithm :
(c) an analysis (d) a syntactical rule

5. A formal language L over an alphabet £ is a subset of
YR B
(a) a set of words over that alphabet
(b) a set of alphabets over word
(c) Both (a) and (b)
(d) None of the above

6. Which of the following sorting algorithms has
average-case and worst-case running time of
O(n log n)?
(a) Bubble sort
(c) Merge sort

(b) turning machines
(d) tracking machines

(b) Insertion sort

(d) Quick sort

7. Let Pbe a quick sort programme fo sort numbers in
ascending order. Let 4, and ¢, be the time taken by
the program for the inputs [1 2 3 4 5] and [5 4 3 2 1]
respectively. Which of the following holds?

(ke =1 (b) 4 >¢, ‘
(t:)t,<t2 (d) 4 =t, + 5log 5

8. A utility programme that takes a procedure and
searches a library to locate copies of any procedures
called but not defined in the first procedure, is called
(a) linker (b) relocator
(c) loader (d) text editor

9, If ¢ >0 and f(x) =ex ~cx for all rew] numbers X, then
the minimum value of f is
(a) flc) (b) flec)

(©) f(1%) (d) fllog a)

Computer Science 1 Applications

10, If the finite group G contains a subgroup of o
seven but no element (other than the identity)
own inverse, the order of & could be
(a) 26 (b) 28 (e) 35 (d) 47

In a game, two players take turns tossing a fair
the winner is the first one to toss a head,
probability that the player who makes the fie
wins the game is

(a) 1/4 (b) 1/3

Events A and B are mutually exclusive and
non-zero probabilities, Which of the fol
statement(s) are true?

(a) P(Aw B)=P(A)+ P(B)

(b) P(BC) 4( %)

(¢) P(Ar B)=P(A)-P(B)
(d) P(B)C <P(A)

13. A square matrix is singular whenever
(a) the rows are linearly independent
(b) the columns are linearly independent
(c) the rows are linearly independent

(d) None of the above

14. The simplex method is so named because
(a) it is simple
(b) it is based on the theory of algebraic comple
(c) the simple pendulum works on this method
(d) None of the above

15. Which of the following statements is true in n

n

((,'/ 1/2 "J, 2/3

12

of the convergence of the Newton-
rocedure?
a) It converges always under all circumstances

(b) It does not converge to a root, where the
differential coefficient changes sign

(c) It does not converge to a root, where the
differential coefficient vanishes

(d) None of the above

16, If f(x,;) f(x,,,) <0, then
a) there must be a root of f(x) between x, and
(b) there need not be a root if f(x) between
A1
(c) the fourth derivative of f(x) with respe@
vanishes at x;
(d) the fourth derivative of f(x) with respee

vanishes at x, |

17. A fair die is tossed 360 times. The probabili
six comes up on 70 or more of the tosses is
(a) greater than 0,50
(b) between 0.16 and 0.50
(¢c) between 0.02 and 0.16

(d) between 0.01 and 0.02
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10, "bﬂn-ln! d
(1) ze10 (b) e~9
(c) ¢ (d) e ~]

e number of‘ I’s in the binary repr :
o 13'163 +11*16% +9*16 + 3 iny wrljllizlslcmztflon 4

folloWing? the
(a) 7 (b) 8
() 9 (d) 10

In computability theory and computational

complexity theory, a model of computation is

(a) the definition of the set of allowable operations
used in computation and their respective costs

) the definition of the set of allowable operations

used in analysis

(c) respective costs only

(d) None of the above

2b pepcen a string rewriting system that uses
ammar-like rules to operate on strings of symbols.

(a) Mu-recursive functions (b) Register machine
(c) Markov algorithm (d) None of these

2 Let A be an nxn matrix and let P be an nxn
permutation matrix which of the following must be
true?
(a) A=P~'AP
(b) PA=(PP~'4P)
(c) PAP~' =P(P~' AP) P!
(d) det (4) =det (P~" AP)

8, Consider the representation of six-bit numbers by
two's complement, one’s complement or by sign and
magnitude. In which representation is there overflow
from the addition of the integers 011000 and 011007

(a) Two’s complement only
(b) Sign and magnitude and one’s complement
(¢) Two’s complement and sign and magnitude
(d) All of the above

% In computer science, formal |
(@) as the basis for defining 1

anguages are often used
etwork layout and other

systems ; .
(b) as the basis for defining progr amming c}:ng?a[g}fz
and other systems in which the wor

guage are associated with particular meanings 0r
Semantics . d with a
() as the basis for defining the data to be use€
Program
(d) None of the above
ks - function L grows faster

(:) log 7 but slower than Jn
) but slower than 7
“) nbut slower than n>
b J2
ut slower than ~/27

than

26.

2].

28.

29.

30.

31,

32.
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Which of the following assertions has the property
that if the assertion is true before executing the

program fragment

=2 a;
yi=y-1
then it will also be true afterward?
(a) a*Y =2 (b) Z =ay
(c) ab=27*ay (d) None of these

Which of the following regular expressions is
equivalent to (describe the same set of strings as)
(@*+b* (c+d)?

(@) a*(c +d)+blc+d)

(b) (a+b)*c+(a+b)*c

(c) (a*+b)c+(a*+b)d

(d) None of the above

A formal language L over an alphabet =

(a) is a subset of " ie, a set of words over that

alphabet
(b) is a superset of 2" ie., a set of alphabet over the

words
(c) is a different set from £ i.e., distinct set of words

and alphabet
(d) None of the above

Let b,, bq A el perathe binary representation of
integer 4. The integer 3 is a divisor of 4if and only if
(a) b =5, =1

(b) the sum of the binary digits is divisible by 9

(c) the alternating sum by —b; + b, —...1is zero

(d) the alternating sum b, —&; + b, —...is divisible by 3
All functions fdefined on the XY~ plane such that

of of :
Y —9xy +yand =— =x + 2y are given , y) =0
s A y are given by f(x, y)
() 52 + 2y +y° +¢ (b) x2 —xy+ 9% +¢
(c) x2 —xp—y° +¢ (d) x*> —2xp +y* +¢

A generalized form of the diagonal argument was
used by Cantor to prove Cantor’s theorem i.e.,

(a) for every set S the power set of § i.e., the set of all
supersets of S (here written as P(S)), is larger than §
itself

(b) for every set § the power set of § i.e, the set of all
subsets of S (here written as P(S)), is larger than §
itself

(c) Both (a) and (b)

(d) None of the above

......... are widely used in mathematics to prove the

existence or non-existence of gertain objects.

(a) Analogues of the diagonal argument

(b) Digital of the diagonal argument

(c) Binary of the diagonal argument

(d) None of the above
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33. £ digits are to be chosen at random (with repetitions
allowed) from (0, 1, 2, 8, 4, 5, 6, 7, 8, 9}. What is the
probability that 0 will not be chosen?

(a) 1/ (b) 1/10
(c) (k-1 (d) (9/10)k
3. Which of the following is true of the behayior of
f(x) =(x3 +8)/(x? =4)as x-->2?

(a) The limit is 0

(b) The limit is 1

(¢) The limit is 4

(d) The graph of the function has a vertical asymptote
at 2

35. In the automata theory, a branch of theoretical
computer science, a Deterministic Finite Automaton
(DFA) '

(a) is a finite state machine that accepts/rejects finite
strings of symbols and only produces a unique
computation (or run) of the automaton for each
input string §

(b) is a infinite state machine that accepts/rejects finite
strings of symbols and only produces a. unique
computation (or run) of the automaton for each
input string ‘ E

(c) is a finite state machine that accepts/rejects finite
strings of symbols and only produces all possible
computations (or run) of the automaton for selected
input string A

(d) None of the above it

36. If fis a linear transformation from the plane to the
real numbers and if f(Z,1)=1 and f(IiI,O),‘then

f(3,5)
(a) -6 (b) =5
(c) zero (d) 9

37. Deterministic refers to
(a) the uniqueness of the computation
(b) the duplicity of the computation
(c) the layout of the computation
(d) None of the above

38. 100 is to be divided into two parts such that their
product is maximum. The parts will be
f;) (40, 60) ({;) (50, 50)
(c) (47, 53) (d) (48.3, 51.7)

39, The series 2 1/(log n)" " s

() divergent to infinity

(b) convergent

(c) conditionally convergent

(d) divergent to —

40. Recursively enumerable languages are known as

(a) type 2 languages in the Chomsky hierarchy of
formal languages

(b) type 1 languages in the Chomsky hierarchy of
formal languages

(c) type O languages in the Chomsky hierarchy of
formal languages

(d) None of the above

Computer Science & Applications

n,

42,

45.

46.

47.

48.

The following grammar is

A recursively enumerable language is a ;
(a) ocassionaly enumerable subset in the set '
possible words over the alphabet of the langy

(b) infinitely enumerable subset in the set g
possible words over the alphabet of the langg

(c) recursively enumerable subset in the seti
ossible words over the alphabet of the langyg

(d) None of the above

All regular, contextfree,
recursive languages are

(a) occasionally enumerable
(b) non-recursively enumerable
(c) recursively enumerable

(d) None of the above

context-sensitive

. Context-sensitive  .languages (context-sens
grammars) are known as
(a) type 1 (b) type 2
(c) type 3 “(d) type 0
. Context-free languages (context-free gra
known as
(a) type 1 (b) type 2
(c) type 3 (d) type O
Regular languages - (right-linear and lefd
grammars) is known as
(a) type 1 ~(b) type 2
(c) type 3 - (d) type O

A DFA is defined as an abstract mathema

concept but due to the deterministic nature of 2B

(a) it is implerhentable. only in software for sol
various specific problems !

(b) it is implementable only in hardware for sol
various specific problems

(c) it is implementable in hardware and soft
solving various specific problems

(d) None of the above

The following grammar is
G=(NCEYESS)
N ={S, 4, B}
T ={a, b, ¢}

P:§ —>ala

S —>ada
A'— bB
B — bB
B¢

(a) type 3

(b) type 2 but not type 3

(c) type 1 but not type 2

(d) type 0 but not type 1

=(N T\ B, §)
{S, 4, B,C, D, E}
{a, b, c}

aAB

G
N
7
Sy

/2

{



|
|
|

AB = CD
CD - CE
C—=al
C—b
bE — be
type 3
E;)) t;pe 2 but not type 3
(c) type 1 but not type 2
(d) type 0 but not type 1

w0, The following grammar is

G=(N,T, P, S)

N ={S, 4, B, C)

T ={a, b, c}
P:S—>aS

A— bB

B—cC

C—a

(#) type 3
(b) type 2 but not type 3

(c) type 1 but not type 2
(d) type 0 but not type 1

%, The following grammar is

G=(N,T,P,S)

N={(S, 4, B,C, D, E}

T =(a,bc}
P:S — ABCD
BCD — DE

D —aD

D—>a

E > bE

E—c¢

(a) type 3

(b) type 2 but not type 3
(¢) type 1 but not type 2
{d) type 0 but not type 1

% Consider the following CFG :

S5aB  § 4
B A—a

B8 © A>aS
BoaBB 4 pas

ider the following derivation :

S = aB
— auBB
— aaBb
— aahSb
—> aabbAb
— qabbab

% derivation is

52,

53,

54,

55.

56,
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(a) a leftmost derivation

(b) a rightmost derivation

(c) both leftmost and rightmost derivation
(d) neither leftmost nor rightmost derivation
Consider the following language :
L={a"b"c"| nz21}

L is

(a) CFL but not regular

(b) CSL but not CFL

(c) regular

(d) type 0 language but not type 1

Consider the following language :
L={a"b"|n21}

L is

(a) CFL but not regular

(b)) CSL but not CFL
c

(c) regular
(d) type 0 language but not type 1

Consider the following language :
L={a"b"c?d?|n,m, p, g1}

Lis

(a) CFL but not regular

(b) CSL but not CFL
c)
d)

(c) regular
(d) type 0 language but not type 1

The following CFG is in
S — AB
B —CD
B —» AD
B b
D — AD
D—d
A—>a
C—oa

(a) Chomsky normal form but not strong Chomsky
normal form

(b) Weak Chomsky normal form but not Chomsky
normal form »
¢) Strong Chomsky normal form
d) Greibach normal form
The following CFG is in
S —aBB
B — bAA
A—a
B—b
(a) Chomsky normal form but not strong Chomsky

normal form
(b) Weak Chomsky normal form but not Chomsky

normal form
(c) Strong Chomsky normal form

(d) Greibach normal form
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57. Which of the following CF language is inherently
ambiguous?
(@) (a"F"c"d"|n, m 21}
) {@"bc"d In=porm=g nm p,q2l
(c) {@""c’d"\nem~Apeqg)
(d) (@"b"c"d*Inemv pwg)

58. Which string is not accepted by the following FSA?
0

(@) 00111  (b) 01010 (c) 00110  (d) 11010
5. Which string is accepted by the following I'SA?

(a) 00111  (b) 11011 () 01101 (d) 0101
60. Can a DFSA simulate a NFSA? .

(a) No (b) Yes

(c) Sometimes (d) Depends on NFA

61. Which of the following is true for an arbitrary
language L?

(@ L' =L+wu{}) (b) L' =L+

() L' =L+-{) (d) None of these
62 The concept of FSA is much used in this part of the
compiler
(a) lexical analysis (b) parser
(¢) code generation (d) code oplimization
63. The t of grammar is much used in this part of

the compiler

(a) lexical analysis (b) parser

(c) code generation (d) code optimization
64. (a + b)(cd)" (a + b) denotes the following set :

(a) {aled)nbjn =1

(b) {aled)na|n 1)  (bled)nb / n = 1)

(c) {aled)na|n 20y aled)nb/n z0) s (bled)na /n 20

{bled)nb / n = 0)

(d) (acndnb|n 21)
65. bad’ ¢ denotes the set

(a) (bnamaep | n, m, p =1

(b) {bane | n =0}

(c) {banc|n z1)

(d) {w|w is a string of a, b, ¢)

Computer Science -+ Applications

67,

70.

n.

72,

13,

74,

The set of all strings over the alphabet 7 =
(including #) is denoted by

(a) (a+b)* (b) (a + b)
() a'h’ (d) a*b*

Palindromes can't be recognized by any |

hecause '

(a) FSA cannot remember arbitrarily large amoun
information ‘

(b) FSA cannot deterministically fix the mid-poin

(c) even if the mid-point is known an FSA cannof|
whether the second half of the string matchesy
first half

(d) All of the above

Let 2 ={a,b,c,d,¢), the number of strings in 28
length 4 such that no symbol is used more than of
in a string is )
(a) 860 (b) 120
(c) 85 (d) 36
Which of the following denotes Chomsky hierarehy
(a) REG = CFL = CSL c type0

(b) CFL c REG c type0 = CSL

(c) CSL c type0 =« REG = CFL

(d) CSL = CFL c REG c type0

A language L is accepted by a FSA iff it is
(a) CFL (b) CSL

(c) recursive (d) regular
Which of the following regular expressions denoté
language comprising of all possible strings o8
% ={a, b} of length n, where n is a multiple of 3.
(a) (¢ + b+ aa + bb + aba + bba)*
(b) (aaa + bbb)*

(c) ((a+b)(a+b)a+b)*

(d) (aaa + ab + a) + (bbb + bb + a)
A language is représented by a regular expressig
(@) * (a + ba). Which of the following string doesH
belong to the regular set represented by the a8
expression?
(a) aaa

(c) ababa

(b) aba
(d) aa
Which of the following is not primitive recursive
partially recursive?
(a) McCarthy’s function  (b) Riemann function’
(c) Ackermann’s function (d) Bounded function,
Consider  the following

G=(N, T, P, S)N =(S)

right-linear ~ gramis

P:S >aS|ed [T=(a0) |
A lp | |
V\(/llich of the following regular expression deng
LG)?

(a) (@+b)* (b) alab)*b



() 0" " (d) a*p»
ich Of the fOHOWing strings iS not

/4 the following grammar? S — Sash S|e generated by

(s) aab (b) abab
(c) aabdbb (d) aaabh
" Consider the following NFSA -

a, b
M

The automaton accepts

(a) all words of the form {(ab)na | n > 1)
b) all words that end with ¢ and ¢

(c) all words that end with ¢ and not ¢
(d) all words containing substring ba

7, Consider a language L for which there exists a Turing
Machine (TM) 7 that accepts every word in L and
either rejects or loops for every word that is not in L.
The language L is
(a) NP hard
(c) recursive

1% Consider the following statements :

(b) NP-complete

(d) recursively enumerable

under

I. Recursive languages are closed
complementation.

II. Recursively enumerable languages are closed
under union.

II. Recursively enumerable languages are closed
under complementation.

Which of the above statement are true?

(a) Only I (b) I and II
() Tand ITI (d) II and III

. Which of the following statement is wrong?

(a) Any regular language can be generated by a
context-free grammar

(b) Some non-regular languages canno
by any CFG

E;)) Elle intersection of a

non-regular language

. CFGs &

'ReClIISively enumerable languages ¢ =

under

t be generated

CFL and regular set is a CFL
s can be generated by

t closed

(b) homomorphism

(@) union .
o tomplementation (d) concatenatlnn i,
- \hich of the following problem is undecidablé’

ership problem for
( MemberShip problem for regular sets
(;) Membership problem for CSL 1 e
'} ) Membemhip problem for tyP€ 0 langt
ve languages are

h)) & proper superset of CFL
(e) tlways recognized by PDA

are also called type 0 1angu2s®®

lways recognized by FSA

87.

89.
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R, and R, are regular sets. Which of the following is
not true?
(a) R, N R, neet not be regular

(b) =" R, is regular
(c) R UR, is regular
(d) is regular

Which of the following regular expression identity is
true?

(a) r(*)=r* (b) (r*s®)*=(r+9$)*
(C) (7’+s)"‘=r*+s* (d) T*S*=T*+S*
Which one of the following statement is false?
(a) Context-free languages are closed under union

(b) Context-free languages are closed under
concatenation

(c) Contextfree languages are closed under
intersection

(d) Contextfree languages are closed under Kleene
closure

Which of the following conversion is not possible
(algorithmically)?

(a) Regular grammar to context-free grammar

(b) Non-deterministic FSA to deterministic FSA

(c) Non-deterministic PDA to deterministic PDA

(d) Non-deterministic TM to deterministic ™

Match List I with List II and select the correct
answer using the codes given below the lists.

List I List II

P. One of the
expert system

earliest| 1. for each state and
alphabet, the transition
relation has exactly one

state.
Q. In deterministic finite 2. MYCIN
automaton
R. The union of two|3.is a regular (type 3)
regular languages language.
S. Every regular set 4. is regular.
Codes
B @k MRESES
(a) B2 g 128 Sl
15, TR 6
(O} P S &
(d) 9042 &
A deterministic context-free language is a language
recognized by

(a) some deterministic pushdown automaton

(b) some non-deterministic pushdown automaton
(c) Both (a) and (b)

(d) None of the above

Every .....c--: can be transformed into an equivalent

ushdown automaton.
(a) context-free grammar
(c) Both (a) and (b)

(b) automaton theory
(d) None of these
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90. In automata theory, a Pushdown Automaton (PDA)
is a variation of
(a) finite automaton that can make use of a stack
containing data
(b) infinite automaton that can make use of a stack
containing data
(c) Both (a) and (b)
(d) None of the above
91. The worst case of Hopcroft's algorithm running time
of this algorithm is
(a) n(Os log n), where n is the number of states and s is
the size of the alphabet

(b) O(ns log n), where 7 is the number of states and s is
the size of the alphabet

(c) n(Snlog n), where nis the number of states and s is
the size of the alphabet

(d) None of the above

92. Unreachable states can be removed from the DFA
(a) without affecting the language that it accepts
(b) affecting the language that it accepts
(c) rarely without affecting the language that it accépts
(d) None of the above

93. DFA minimization is usually done in steps,

corresponding to the removal/ merger of the relevant
states.

.........

(a) one (b) two
(c) three ~(d) four
94. _........ are those states that are not reachable from

the initial state of the DFA, for any input string.
(a) Reachable states (b) Unreachable states
(c) Both (a) and (b) (d) None of these
95. DFAs recognize exactly the set of regular languages
which are among other things, useful
(a) for doing lexical analysis and pattern matching
(b) for determining the data pattern
(c) for determining the output layout
(d) None of the above
9%. A deterministic finite automaton without accept
states and without a starting state
(a) is known as a lexical analysis system or automaton
(b) is known as a transition system or semi-automaton
(c) Both (a) and (b)
(d) None of the above
91. DFAs were invented
(a) to model real world finite state machines
(b) to model the logical states of a machine
(c) Both (a) and (b)
(d) None of the above
98. Consider three decision problems P, P, and P,. It is
known that P, is decidable and P, is undecidable.
Which one of the following is true?
(a) P, is decidable if F, is reducible to P,
(b) P, is undecidable if P, is reducible to P
(c) P is undecidable if P, is reducible to B
(d) P, is decidable if P, is reducible to Bls
complement
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99. Consider three problems P, P,

100. Consider the FSA M :

101.

102.

103.

145 and P, Tt is kpof
that P, has polynomial time solution and p &%
NP-complete and P, is in NP. Which one of g
following is true?
(a) P, has polynomial time solution if 7, is polynoms
time reducible to P,

(b) P, is NP-complete if P, is polynomial
reducible to P,

(c) P, is NP-complete if P, is reducible to P,

(d) P, has polynomial time complexity and P,
reducible to P,

The language recognized by Mis
(@) {w {a, b} *| every ain wis followed by exactly
b’s}
(b) {w e{a, B} *| every ain wis followed by atleast the
s}

(c) {w €{a, 8} *| w contains the substring 255}
(d) {w {a, 8} * |w does not contain aa as substring] 1
Let N s and Np-denote the classes of languages
accepted by non-deterministic =~ FSA  and
non-deterministic PDA respectively. Let D, and B
denote the classes of languages accepted Bf
deterministic FSA and PDA respectively. Which @
the following is true?

(@) D, c N, D,cN,
(b) D,cN, D,=N,
(C) Df=Nf DPCNP
(d) D, =N, D, =N,
Consider the languages :

L, ={a"b"c™ [n, m> 0} and Ly, ={a"5"c™|n, m> ¥
Which one of the following statements is false?
(@) L, n L, is a CFL

(b) Z, UL, is a CFL

(€) LUL, is inherently ambiguous

(d) L NL, isa CSL

Consider the languages : oy
L = {a"b"c"d?|m, p > 0} and L, = {a"6""4
p>0} :

Which one of the following statements is false?
(@) L n L, is a CFL

(b) L, UL, is a CFL

(¢) Ly UL, is inherently ambiguous

(d) L nL, isa CSL



" Consider the languages‘ :
- @ > o)
ilwo] » i
Which one of the following statemen

; ts is false?

I, (CIE, L3R e!

! IZ' :leLls;re GEL, b) L~ L, s 0 gpy,
(c) 4 2 ¢ () 'L AL, isa cg.

e and .its complement,
Ng possibilities will not

a"p"emqm|

Let L and L be a languag
Which one of the followi
hold?: . _

(a) L and L are recursive

(b) L is recursively enumerable byt
not recursively enumerable

() Land L are not recursively enumerable

(d) L and L are recursively enu
] merab]
recursive 200, ol

106,

L not recursive is

106, Let L'l be a recursive [language and L, be a
r’ecurswely enumerable language which is not
recursive. Which one of the following is true?

(a) L, is recursive and L, is recursively enumerable
(b) L, is recursive. and L, is not recursively
~enumerable
(¢) L and L, are recursively enumerable
(d) L, is recursively enumerable and L, is recursive
7, Consider the languages et
L, = {ww®|w < {0, 1}*}
L, ={wew™| w0, 1}*)
L, ={ww|we{0, 1}*}
Which one of the following is true?
(a) L, is deterministic CFVL,'
(b) L, is deterministic CFL-
¢) L, is a CFL but not a deterministic CFL
(d) Z, is deterministic CFL

8. Let § be a NP-complete prob { :

two other problemspnot known to beislr;) OII\IYI;OI%;;

o ; S
polynomial time reducible to S and g
time reducible to R. Which one of the following
Statements is true? Ry 4 d
@) Ris NP-complete (b) Ris EI; E:i d
: (¢) Qis NP-complete (d) Qis
09, Ll -_—{an-l-m bn Cm ln’ m 2()} ‘
L2 ={an+m prem ™ | n, m _>_()}
i ={a"+m prem 6m+"| n, m ZO}

lem and Qand R be

3918 ?
Which of these languages 1€ nof Ci-
(a) Only £, (b) Only dB
(¢) L and L, (d) L= enote the
“l If . . * then let 7710( ) s in
-’lsastrlngover(0+1) ) fal

e
Aumber of ’s in § and ”1(5).the L

Which one of the following
Tegular? '
fa) L={se (0+1)*n

) L={se (0+1)*|
5, |mg (s') = my(s°)] <2}

5) iSva 3_digit pnmeiix 5§ of
for evewy B

1.

12.

113.

114,

115.

116.
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(€) L={s€(0+1)*sn,(s) - n,(s
o(8) = my(s)| <4}
(d) L={se(0+ 1)*|my(s) sriod7 n,(s) mod5 =0}
For 5 €(0+1) * let d(s) denote the decimal value of
s(e.g.,D(|0]) = 5).
Let L ={s (0 +1) *|d(s) mod5 =2 and d(s) mod 7 # 4}
Which one of the following statements is true?
(a) L is recursively enumerable but not recursive
(b) L is recursive but not context-free
(¢) Lis context-free but not regular
(d) L is regular
Let FHAM be the problem of finding a Hamiltonian
cycle in a graph Gand DHAM be the problem of
determining if a Hamiltonial cycle exists in a graph.
Which one of the following is true?
(a) Both FHAM and DHAM are NP-hard
(b) FHAM is NP hard but DHAM is not
(c) DHAM is NP hard but FHAM is not
(d) Neither FHAM nor DHAM is NP-hard
Consider. the following statements about the
context-free grammar G ={S — §S, § — ab, S — ba,
S >}
I. G is ambiguous.
II. G produces all strings with equal number of a’s
and &’s.
I11. G can be accepted by a deterministic PDA.

Which combination below expresses all the true

statements about G?
(a) Only I (b) I and III
(c) I and 111 (d) I, II and III

Let L, be a regular language and L,be a
deterministic CFL. L, is recursively enumerable but
not recursive. Which one of the following statement
is false?

(a) L, n L, isa DCFL

(b) Ly N L is recursive

(c) L, v L, is context-free

(d) L, "Ly 0 Lyis recursively enumerable

Consider the regular language L= (111 + 11111)
The minimum number of states in any DFA

accepting the language is

*

(b) 5

(d) 9

Which one of the following grammars generates the
language L ={a'’|i # j}

(a) S —> AC|CB (b) S — aS|Sb|a|b
C — aCb|a|b
A—adde
B — Bb|e

(c) § > AC|CB (d) § > AC|CB
C — aChle C — aCb|e
A—>adle A—>ad|a
B — bB|b B — bB|b
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117. In the above correct grammar what is the minimum
length of the derivation (number of steps starting
from §) to generate the string a,b,, with [ # m?

(a) max{l, m)+ 2 b lem+2
c)l+m+3 (d) max(Z, m)+ 3

118. Consider S — SS|a:

What is the number of different derivation trees for
aaaaa
{a) 3 (b) 5 (€ 7 (d) 14

119. Which one of the following grammar generates

L={a, b, ;i =k, j k=1

(a) § - AC|CB (b) § — aS|aA
A->adla A - bA|bB
B - Bc|c B > cB|c
C — aCc|bD|b
D — bD|b
[c) §>4B (d) § » AC|CB
A - aAb|ab A—>adle
B — bBc|bc B — Bc|e
C — aCc|e|bD
D — bD|b|e

120. A minimum state deterministic automaton accepting
the language L ={w|w <{0, 1} *, the number of 0’s and
1's in 2o are divisible by 3 and 5 respectively} has
(@) 15 states (b) 11 states
(c) 10 states (d) 9 states
121. The language L={0"’|i>0} over the alphabet
{0,1,2)is
(a) not recarsive
(b) is recursive and a deterministic CFL
(c) is a regular language
{d) is not a deterministic CFL but a CFL
122 Which of the following languages is regular?
(@) {zwR|w < (0,17}
(b) {wwhxw, x (0,17}
(©) (wxmoRjw, x €{0,5)7}
(d) {mowR|w, x <(0,1})

18. Lt 2={0,1}, L, =Z" and L, ={0" 1*|n 21}, then the
languages L, U L, and L, are respectivel
(a) regular, regnlzi = A 4
(b) regular, not regular
(c) mot regular, regular
(d) not regular, not regular
124. Which of the’ following statements is false?
(@) The hallnl:\eg problem for Turing machines is

(b) z‘efmmmi whether alecomzxt-free grammar is
(c) Given two arbitrary context-free G
G,. it is undecidable with L(G,) < 1[G.) '
(d) Given two regular grammars G, and G,, it is
undecidable whether /G,) = L(C | :

Computer Science  Applications

125,

126.

=27

128.

129,

130. Which one of the following regular expressions

Two of the following four regular expressi

equivalent which are
I (00)*(0+¢)

I1. (00)*

I1I. 0*

IV. 0(00)*

(a) I and II (b) II and IIT
(c) I and ITI (d) III and IV

Let Lc £, where Z ={a, b}. Which of the f§

is true? ]

(a) L={x|x has an equal number of #’s and¥
regular

(b) L={a" ¥ |n =1} is regular

(c) L={a™ b" | m, n =1} is regular

(d) L={x|x has more a’s than /’s} is regular

Define for a CFL L, init (L)={ujuv c L fe

v€{0,1}*}. In other words, init (L) is the s

prefixes of L. Let L={w|w<(0,1}, '

number of 0’s and 1’s}. Then init (L) is 7

(a) the set of all binary strings with unequal numl
0’s and I’s

(b) the set of all binary stings including ¢

(c) the set of all binary strings with exactly one m
than the number of 1’s or one more 1 than
number of 0’s

(d) None of the above
If L, and L, are CFL and R, regular set, one
languages below is not necessarily a CFL, whiel
(@ LL, (b) L, v L,
(© L L, (d) L, "R

The grammar whose productions are
(stmt) — if (id) then (stmt)

(stmt) — if (id) then (stmt) else (stmt)
(stmt) — (id) :=(id)

(stmt) — a|b|c|d| f

is ambiguous because

(a) the sentence if @ then if b then ¢ : = d has mos
one derivation trees
(b) the leftmost and rightmost derivation J@i
sentence if a then if b then c:= d give'®
different parse trees
(c) the sentence if @ then if b then ¢ : = d else ¢ &
more than two parse trees
(d) the sentence if @ then if 4 then ¢ : = d else ¢ =]
two parse trees '

(0, 1} denotes the set of all strings not containing
as a substring? '
(a) 0*(11*0)*
(c) 0*1*01

(b) 0*1010*
(d) 0*(10 + 1)*



ich one of the following i :
% (s) Given 2 Turing machinegM ::ttri(iecxdable?
J, Maccepts s with £ steps gs
Equivalence of two given Typiy, :
o
(d) Language generated by a CFg 4 non e; ty
: - “emp
Which :i)fb the dfollo\‘”‘_ng languages qyer T Sboni
accepte y a deterministic PDA>? 0] c} i
(a) {whw Rlw €{a, c}*)
b) {wwR|w €{a, b, c}*}
(c) {a"b"c"ln >1}

(d) {w|w is 2 palindrome over {q, b, c))

@ Which of the following instances
correspondence problem has 5 L4
(a solution)?
(a) {(, bb), (88, bab), (bab, abb), (abb, babb)}
(b) {(ab, aba), (baa, aa), (aba, baa))
(C) [(ab’ abb)) (ba’ aaa), (ad, a)}
(d) None of the above

. It is undecidable, whether
(a) an arbitrary TM has 15 states
(b) an arbitrary TM halts after 10 steps
c) an arbitrary TM ever prints a specific letter
(d) an arbitrary TM accepts a string w in 5 steps

15 Let r=1(1+0)*, s=11*0 and #=1*0 be three regular
expressions and R, S, T, the regular sets
corresponding to them. Which of the following is
true? ;

@ ScRr (b) Rc S
U ) d RcT"

18 Which one of the following is the strongest correct

statement about a finite language L over a finite

and an integer

On'empty

of the post
able sequence

~ alphabet ¥? :
@) Lis undecidable (b) L is recursive
() Lisa CSL (d) Lisa regular set

m'MatCh List T with List II and select the correct

answer using the codes given below the lists:
W B8 Tist1 List 1T .
P =uay e those non-accep'ting
- Unreachable states | 1. Zttrates S e sransitions
for every input character
terminate 01l thernselves.f
0
; he task
A dicts 3 2. is t . S
Q ?&xz distinguishable transforming a ggmte
- deterministic
autornaton. .
‘stinguishe
B izati 3. cannot be dlstm{,f i
% DFA minimization o A e _nother f0
input string: o
S e not reachablef it
R e 4 ?;e initial state oinput
any
DFA, for
\

138.

139,

140.

141.

142.

143.

144.

145.

146.

Elective - 1 937

Codes

P. QMR- 08
(&) SFEE *r oy
(by* iy - g g
M g g
(] O -

Which of the following statements is ture?

(a) Infinite union of regular sets is regular

(b) Infinite union of finite sets is regular

(c) Finite union of finite sets is regular

(d) Complement of a finite set need not be regular

Dead states are the non-accepting states

(a) whose transitions for every input character do not
terminate on themselves

(b) whose transitions for
terminate on themselves

(c) whose transitions for every input character remains
uneffective

(d) None of the above

Dead states are also called .......... because once
entered there is no escape.
(a) trap states :
(c) indeterministic states

every input character

(b) deterministic states
(d) None of these

......... are those that cannot be distinguished from
one another for any input string.

(a) Non-distinguishable states

(b) Distinguishable states

(c) Determinstic states

(d) None of the above

Associative network is a direct graph consisting of
(a) nodes and arcs

(b) hill climbing and best-first

(c) raw and refined

(d) None of the above

The important search strategies used in informed
search are

(a) nodes and arcs

(b) hill climbing and best-first

(c) raw and refined

(d) None of the above

Intelligence includes both
knowledge.

(a) nodes, arcs

(b) hill climbing, best-first

(c) raw, refined

(d) None of the above

One of the earliest expert system developed for
blood diseases was
(a) MYCIN

(c) representation

(b) intelligent
(d) None of these
Knowledge plays an important role in building

......... systems.
(a) MYCIN

(c) representau'on

(b) intelligent
(d) None of these
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Answers
1. () 2. (0) 3. (a) 4. (a) 5, (a) 6. (c) 7. (c) 8. (a) 9. (d) 10. (c
11. (d) 12. (a) 13. (¢) 14, (b) 15, (b) 16. (a) 17. (c) 18. (d) 19. (d) 20, (a)
21. (o) 22. (d) 23. (d) 24. (b) 25, (d) 26. (c) 27. (a) 28. (a) 29. (d) 30, (2)
31. (b) 32. (a) 33. (d) 34, (d) 35. (a) 36. (d) 37. (a) 38. (b) 39. (b) 40, (c)
41. () 42. (0 43. () 44. (b) 45, (c) 46. (c) 47. (b) 48. (c) 49. (a) 50. |
51. (d) 52. (b) 53. (a) 54. (c) 55, (c) 56. (d) 57. (b) 58. (a) 59. (b) 60. (b)
61. (b) 62. (a) 63. (b) 64. (c) 65. (c) 66. () 67. (b) 68. (d) 69. (b) 70. (3)
71. (d) 72. (c) 73. (0 74. (c) 75. (c) 76. (d) 77. (c) 78. (b) 79. (d) 80. (c)
81. (d) 82. (a) 83. (a) 84. (b) 85. (c) 86. (c) 87. (b) 88. (a) 89. (a) 90. (a
91, (b) 92. (a) 93. (¢ 94. (b) 95. (a) 96. (b) 97. (a) 98. (c) 99. (c) 100. (t
101. (c) 102. (a) 103. (a) 104. (b) 105. (d) 106. (b) 107. (b) 108. (b) 109. (d) 110. (¢)
111. (d) 112. (a) 113. (b) 114. (b) 115. (d) 116. (a) 117. (a) 118. (d) 119. (a) 120. (
121. (b) 122. (0 123. (b) 124. (d) 125. (c) 126. (c) 127. (b) 128. (c) 129. (d) 130. (d)
131. (b) 132. (a) 133. (0 134. (¢) 135. (a) 136. (d) 137. (b) 138. (c) 139. (b) 140. (a)
141. (a) 142. (a) 143. (b) 144. (c) 145. (a) 146. (b) 147. (c) 148. (a) 149. (c) 150.
151. (b) 152. (a) 153. (b) 154. (d) 155. (c) 156. (d) 157. (d) 158. (a) 159. (d) 160.
161. (b) 162. (b) 163. (a) 164. (b) 165. (a) 166. (a) 167. (b) 168. (a) 169. (a) 170. (b)
171. (a) 172. (a) 173. (a) 174. (b) 175. (a) 176. (b) 177. (a) 178. (b) 179. (a) 180. (a)
181. (b) 182. (b) 183. (a) 184. (a) 185. (a) 186. (b) 187. (a) 188. (a) 189. (a) 190. (
191. (b) 192. (2) 193. (a) 194. (a) 195. (b) 196. (a) 197. (a) 198. (b) 199. (a) 200. (a)

201. (a)
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Exercise

1. The lan
guage accepted by finit - i
(@) context-tree 3 yéb i 10. Top down parsers use

b} regular : kg
¢) non- leftmost d tio
2. (V\;hlf}lll;?gtﬁlm;‘ Nowings d) None of these \gﬁ))/righh%sostgég;t:m
€ lollowing is true? (c) rightmost derivation in reverse order

(a) All NFA are DFA
\b)" All DFA are NFA (d) None of the above
(c) Both (a) and (b) 11. Bottom up parsers use

(a) leftmost derivation
] rightmost derivation
(c) right most derivation in reverse order

(d) ﬂ}f:‘\ and DFA have different power
3. Two-way finite automata has

EE)) tt\:,z t;}::;s (d) None of the above

(c) bi-directional head 12. A context-free grammar is

\(d) All of the abovea el (a) type 0 (b) type 1
eI type 2 (d) type 3

4. The major difference between a Moore and a Mealy
machine is that

(a) the output of Moore machine depends upon 2 £ i

present state and input b b

\(b)'the output of Moore machine depends upon 5 ‘\3_1/ % @
present state only

13. Consider a Moore machine M whose digraph is

(c) Both (a) and (b) Then, Z(M) the language accepted by the machine }f
(d) None of the above is the set of all string having [UGC NET, Dec 2007]
5 If an input string w has n symbols and can be \(&)"two or more b”S (b) three or more b”s
recognized by a Mealy machine A{} and equivalent (¢) two or more s (d) three or more a’s
Moore machine A, , then number of output symbols 14. DPDA accepts any language which is
by M, and M, are respectively (a) DCFL (b) CFL
(@) n,n (b) n+1n (c) regular language {d)"Both (a) and (c)
Ne) n,n+1 (d) n+Ln+1 15. Which one of the following is the most powerful
6. Regular languages are recognized by parsing method? :
(a) finite automaton (b) pushdown automaton (a) LL(1) V5] Canonical LR
(c) Turing machines Jd) All of these (c) SLR (d) LALR
7. Which of the following regular expressions denotes a 16. The grammar G having productions § — aSb|ab s
language comprising all possible strings over the () LL (1) grammar (b) LL (2) grammar
alphabet {a, b}? (c) LL (0) (d) None of these
(@) a*b* M (a|b)* 17. Which of the following regular expressions
(c) (ab)* (d) (a|b6*) corresponds to the langgage of all sirings over the
8. Which of the following is not true? alphabet {a, b} that contains exactly two a's?
[UGC NET, June 2005] _K\;f(i) aa (ii) ab*a  (iii) & * aba *
(a) Power of deterministic automata is equivalent to 0 (a) (i) and (ii) (b) (ii) and (i)
ower of non-deterministic aulomata I~ () (i) and (i) ()" None of these
\(.l:r)/gower of deterministic pushdown automata is 18. The result of pumping lemma is
equjvalent to power of non-deterministic pUShdown \Caj' negative a]ways (b) sometime negaﬂ\'t’
automata (c) positive sometime (d) positive always
(c) Power of deterministic turing machine is eguivalent BN Eatch ISt with' Listell ands select the corredt
to power of non-deterministic turing machine answer using the codes given below the lists.
(d) All of the above A - o ‘
9, Identify the language which is not context-free. ol T e R g —
[UGC NET, June 2005] P. Finite automaton 1. Type 0 language
(a) L ={w W |W e {0, 1)*} Q, Turing machine 2. Type 1 language
(b) L={a"t"|n >0} R. Pushdown automaton (3. Type 3 language
(ef L= ww |W e {0, 1)*} S. Linear bounded 4. Type 2 language
automaton

d) L= {a"b"c"d" |, m >0}



Sy 2
p-2f
- Codes
1P T RG S\
s L 2
B gl 3 2
L s
T e

20. Choose the correct statement.
(a) All regular grammars are CFG
(b) All CFGs are CSG
(c) Regular grammars are most restricted grammars
(@ All of the above

21. The regular expression for the language recognized
by the following finite state automata is

b\x’f' ©) 1‘ )

U 0% 01 (b) 0%[0*1" [0*1*(0+1)*

1

-

(c) 0*|11~ (d) None of these
22. Which of the following regular expressions
corresponds to this grammar? ;
S — AB/AS, A—> a/aA, B —>b
[UGC NET, Dec 2006]
(a) aa*b" b) aa*b
(c) (ab)* (d) a(ab)*

23. The language L={a"4"a", n — 1} is recognized by
(a) Turing machine (b) 2PDA
(c) post machine (&) All of these
24. A universal Turing machine is a
\[z) reprogrammable Turing machine
(b) two tape TM
(c) single tape TM
(d) None of the above
25. Match List I with List II and select the correct
answer using the codes given below the lists.

List I ListII
«P. Lexical analyser 1. Pushdown automata
Q. Parsing 2. Turing machine
-R. Computing +3. Finite state automata
S. Non-deterministic but finite|4. Non-deterministic
machine . FA
Code A3y -2 & )
s D HE) RS
D) ol U X
@8 4 2. 1
) Bhmlls 020k
(O3 Tuy 4 2
()
26. &}ecursive enumerable language is
accepted by TM

(b) not accepted by TM
(c) sometimes accepted and sometimes not accepted

(d) None of the above

Computability 25

'27. Which sentence can be generated by

) 060 ey [UGC NET, Dec 2005]
(d b B 54|
| o™ A decd

(a) becddd (b) aabecd

(c) ababeed None of these

28. Regular expression a + b denotes the set
[UGC NET, Dec 2005]
(a) {a) (b) {~ a, b}
{&)-{a, b (d) None of these

29. Suppose L is a recursive enumerable language and
TM, M accepts L, then for W ¢ L, the machine M
(a) halts alway§ (b) does not halt
A€ may or may not halt  (d) rejects

30. Which of the following strings is accepted by given
NDEFA?

Ja) c-(awb)*(b) c-a*-b*
(c) c-(ab)* (d) None of these
31. The regular expression (| b) (2| b) denotes the set
o9 ) (o, 6 ab, aa) (b) {a, b, ba, bb)
0 b 8 (aa, ab, ba, b5}
' 32. Which of the following regular expressions denotes a
language comprising all possible strings of even
length over the alphabet {0, 1}? R
() (O]D)* A RO SO L
Jer (00]01]11]10)* @ iy ©|)0O[*

*33. The context-free languages are closed for—
[UGC NET, Dec 2006]

(ii) Union
(iv) Kleene star

(i) Intersection
(iii) Complementation
(a) (i) and (iv) (bY (i) and (iii)
(c) (i) and (iv) (d) (i) and (iii)
34. Which of the following strings is in the language

defined by grammar? [UGC NET, June 20086]
S 504 A—>14|04|1

(a) 01100 \(b) 00101

(c) 10011 (d) 11111

a good example of

35. The logic of pumping lemma is
s P PiRE [UGC NET, June 2006]

(a) pigeon hole principle
(b) recursion
(c) divide and conquer technique
(d) iteration
36. Consider the language :
L ={a"b"c"d™ |n2L,m >1}
and L, ={a"b"c"d" |n2Lm >1}
(a) both L, and L, are context-free
\)" L, is not context-free but L, is context-free
(c) both are not context-free

(d) L, is context-free but L, is not context-free
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31. The FSM shown in the figure accepts 8. Which of the following statements is wrong?
1gu P ;
(a) Every recursive language is recursively enumerap),
_-.© {b¥A language is accepted by a finite automaton if 5
only if it is context-free ;
(a) all strings (b) no strings (¢) Recursive languages are closcd'unde‘r intersection
\[@) -alone (d) None of these d) A Ilan%uage : ;tt:clgpted by a finite automaton if 5,
‘ i only if it is right-linear
38. The FSM shown in the figure accepts o, Witsh of the fellot] Sl b e ?
ab ﬁ ;i (a) All |an8uases can be generated bV context-frs,
e o to stimulate
(b) The number of symbol§ necessary ulate ,
3 ; M) with m symbols and » sta..
(a) all strings ) no strings ;l;h::g Machine (T
(C) e-alone (d) None of these _¢) Any regular language has an  equivaley
8. The Travelling Salesman Problem (TSP) is - context-free grammar _ :
(a) NP but not NP-complete (d) The class of context-free grammar is not closed
& Swplee 48. Which sentence can be generated by § —aS it
(c) neither NP nor NP-complete
(d) None of the above vz(i)—-) d/aA? &
80. The sm:t;é bll()l does not belong to the set © aaﬁlud (d) abababd
P # 49. Which of the following statements is wrong?
¥ Lig) ylh * {(a) A Turing machine cgannot solve halting problems
(c) (00+(11)*0)*1 & (10) *(01)*(00 +11) S o
' R ; (b) Set of recursively enumerable languages is close
~. #1. Chomsky's hierarchy states that S g
(a) type O = type 1 < type 2 c type 3 Jg A finite state machine with 2 stacks is more
(b) type 0 type 1 type 2 type 3 _ powerful than a finite state machine with 3 stacks
8 type 0 Stype 1 Stype 2 Stype 3 (d) Context sensitive grammarcan.berecognizee by 2
(d) type 0 o type 1 D type 2 D type 3 linearly bounded memory machine
42. An FSM with ‘ 50. Which of the following statements is wrong?
" (a) 1 stack is more powerful than an FSM with no stack (a) Recursive languages are closed under union
(b) 2 stack is more powerful than a FSM with 1 stack (b) Recmisive languages are closed unde
Both (a) and . ; complementation .
@ Vone(-ao)f the a(.!;)ove (c) If a language and its complemen.t are both regular
43, "Ccasider the following two FSMs shown in the then the language must be recursive

<{d) A language is accepted by a finite automaton if a0

e only if it is recursive
a 4
_*© ! -.O—’© 51. Recursively enumerable languages are not closed

under
Which of the following statements is correct? {a) complementation (b) union
(a) Both are equivalent (c) intersection (d) None of these
(b) Second FSM accepts ~ only 52. Which of the following statements is false? \
(c) First FSM accepts nothing (a) Begular language is subset of context-free languas®
yd) None of the above Context sensitive language is subset of conteXtiie
44. A PDM behaves like a TM when the number of language : R
auxiliary memory it has, is (c) Context-free language is subset of context sensi®
(a) ZeTo (b) 1 or more language = ¢ £ ppestt
2 or more (d) None of these (d) ]Context sensitive language is subset of O
i ion described by the 20guage g
= f?);;:wirtilgeN;fuar 7 i { 53. Which of the following statements is false:

(@) Pushdown automaton also performs the 0pert
of finite automation

(b) Turing machine can also perform the op
finite automaton

(c) Linear bounded automaton can also pe

0\ * operation of finite automaton

\1(;){ (()0*11%); * Eg; (130+ni:+of2 )these M"e of the above

erafion =

rform U



54. Which of the following regular expressions denotes a
language comprising all possible strings of even
length over the alphabet (0, 1)?

(a) 170 (1/0)* (b) (071) (170)*
(c) (1/0) N (00/01/11/10)*

55. The regular expression which denotes zero or more
instances of an x or y, is
(@) (x/y) ) (x/y)*

(c) x*/y (d) (xp)*

56. (ab®) is regular expression defining a language over
{a, 8}. Another regular expression that defines the
same language over {a, 8} is
(a) a*ba (b) a*(ba)*

\ef a(ba)* (d) None of these

57. Which of the following statements is false?

(a) A regular language is also a context-free language
(b) A context-free language is also a regular language
(c) All context-free grammars are ambiguous

Wd) Both (b) and (c)

58. For a derivation tree, which of the following
statements is false?

(a) The label of each leaf node is x, where x is a
terminal L ;

(b) The label of all nodes except leaf nodes (or leaves)
is a non-terminal -

(c) If the root of a subtree is 4, then it is called an
A-tree

{@ None of the above

59. A context-free grammar G is said to be ambiguous if
(a) it has two or more leftmost derivations for terminal
string s € L (G)
(b) it has two or more rightmost derivations for
terminal string s € L (G)
(c) Neither (a) nor (b) is true
\J& Both (a) and (b) are true

60. If L is a deterministic CFL and R is regular language, |
then
(a) L n R is a deterministic CFL
(b) L AR is a regular language
a) is true but (b) is not
(d) (b) is true but (a) is not

61. If L, and L, are two context-free languages, then
which of the following is false?
(a) L/L, is a context-free language
(b) L, ~ L, may be or may not be context-free
langnage
L * L, * is not a context-free language
d) None of the above

62. Which of the following statements is true?
(a) Any regular language has an equivalent CFG
(b) Some non-regular languages cannot be generated
by any CFG
(c) Some regular languages cannot be generated by

any CFG
(A’)/Bnoth (a) and (b)

Computability 2

63. Which of the following is most powerful?
(a) DFA (b) NDFA
M"ZI’[)/\ (d) DPDA
64, A pusl{down automaton is different than a finite
automaton by
(a) a read head
Wb) a memory in the form of stack

(c) a set of states
(d) All of the above

65. Which of the following statements is false?
(a) For a finite automaton, the working can be desribed
in terms of change of states :
(b) For a pushdown automaton, the working can be
~described in terms of change of instantaneous
descriptions
(c) Both (a) and (b)
ka) Neither (a) nor (b)
66. Which of the following statements is false?
(a) LR(k) grammars are used in design of compilers
(b) LR(k) grammars are subclasses of CFGs
If a grammar is an LR(k) grammar, then it is also an
LR(#') grammar for all £ <&
(d) LR(k) grammars play an important role in the study
of programming languages
67. The LR(0) grammars
(a) define exactly the deterministic CFLs having the
prefix property
(b) may be those grammars which do not allow start
symbol in right side of any production

(c) do not allow leftmost derivation
{d) All of the above

68. If a grammar is in LL(1), then it can be compiled by
' (@) a recursive decent parser
(b) any parser
(c) cannot be compiled
(d) None of the above

69. Which of the following is a false statement?
(a) An LL(k) grammar has to be CFG
{b) There are some LL(k) grammars which are not
CFG
(¢) An LL(k) grammar has to be unambiguous
(d) None of the above

70. A Turing machine
(a) is a simple mathematical mode of general purpose
computer
(b) models the computing power of any computer
(c) is capable of performing any calculation which can
be performed by any computing machine

\("All of the above

71. A Turing machine is similar to a finite automaton

J\;//)iﬁ1 only the difference of
read/write head (b) input tape

(c) finite state control (d) All of these
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72. Universal Turing machine influences the concept of
(a) camputability

Computer Science & Applications

(b) The family of recursive languages is closed un,

union
(b) stored-program computer (c) The family of recursive languages is closed unde,
(&) Both (a) and (b) intersection '

(d) None of the above

3. A finite state machine having finite tape length
without rewinding capability and unidirectional tape
movement is called
\%a) Turing machine (b) PDA

c) DFA (d) All of these

74. Which of the following statements is false?

(ay A turing machine is more powerful than finite state
machine because it has no finite state

(b) A finite state machine can be assumed to be a
turing machine of finite tape length without
rewinding capability and - undirectional tape
movement

(c) Both (a) and (b)

(d) None of the above

75. Which of the following statements is false?

(a) The recursiveness problem of type-0 grammar is
unsolvable ‘

(b) There is no algorithm that can determine whether
or not a given Turing machine halts with complete
blank tape when it starts with a given tape
configuration

(c) The problem of determining whether or not a given
context-sensitive language is context-free is solvable

, None of the above ,
76. Which of the follownig statements is false?

(a) If a langauge is not recursively enumerable, then its

complement cannot be recursive

None of the above

77. Which of the following statements is false?

(a) Every context-sensitive language is recursive

\(ly) Every recursive language is context-sensitive

(c) Both (a) and (b)

(d) None of the above
78. A problem is NP-complete if

(a) answer can be verified quickly

(b) a quick algorithm to solve this problem can be useq

to solve all other NP problems quickly
(c) it can be solved in polynomial time
Jd)"All of the above

79. Which of the
NP-complete?
(a) Satifiability problem
(b) Vertex cover problem
(c) Integer linear programming problem
\(@)" None of the above
80. Which of the following is incorrect?
(a) The class of decision problem that can be solved by
a deterministic sequential machine in polynomial
time is known as P
(b) The class of decision problem that can be verified
in polynomial time is known as NP
(c) The class of problems that can be understood as the
class NP-hard consequently is NP-complete o
harder
\id)"None of the above

following problems is not

Answers
1. (b) 2. (b) 3. (c) 4. (b) 5. (c) 6. (d) 7. (b) 8. (b) 9. (c) 10. (a)
11. (b) 12. (0 A5 (a) 14, (d) 15, (b)) 16 (b) 17. (d) 18. (a) 19. (a) 20. (d)
21 42) 22, (b) 23. (d) 24. (a) 25. (b) 26. (a) 27. (d) 28. (¢) 29. (c) 30. ()
31. (d) 32. (¢) 33, (b) 34. (b) 35. (a) 361 (b) w37 (¢) 38. (b) 39. (b) 40. (d)
41. (c) 42. (c) W) 4. (c) 45, (c) 46, (b) 4. () 48. (a) 49, () 50. (d)
5. (a) 52. (b) 53. (d) 54. (c) 55, (b) 56. (c) 57, (d) 58. (d) 59. (d) 60. (c)
61. (c) 62. (d) 63. (c) 64. (b) 5. (c) 66. (c) 67. (d) 68. (a) 69. (b) 70. (d)
71. (a) 72. (c) 73. () 74. (a) 75. (d) 76. (d) 77. (b) 78. (d) 79. (d) 80. (d)



